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These notes represent the substance of questions and answers exchanged at the vendor conference on April 13.  They are not intended as a transcript of the meeting.

Attending

	Name
	Company 
	In-person/phone

	Dan Schultz
	HD Supply
	Phone

	Se Crinion
	Tarigma
	Phone

	Zlatan Sazlic
	GE
	Phone

	Dong Dang
	ABB
	Phone

	Sudhir Vaishnav
	ABB
	Phone

	Anders Brokvist
	ABB
	Phone

	John Vollen
	ABB
	In person

	Walid Ali
	Alstom Grid
	Phone

	David Meyers 
	DC Systems
	Phone

	Jeff Lindgren
	Eaton/Cooper Power Systems
	In person

	Angelica Munoz
	Eaton/Cooper Power Systems
	Phone

	Brian Shannon
	Alstom Grid
	Phone




Questions and Answers

	Question
	Answer

	Will the procurement of consoles be phased?
	Yes, we would expect this to be phased, acquiring and installing two at a time, by substation, until the entire substation organization is populated.  The new Denny substation is expected to come on line in 2017.  That will probably be the first full-scale rollout of this system.

	Will hardware reside in the switchgear building at Denny?
	All of the hardware, including the relays, will be housed in what we call the “control building.” 

	When you talk about OPC, are you talking about OPC client server?
	Yes. I’m referring to the OPC-UA standard.

	Why serial and TCP/IP connections?  Because of legacy systems?
	Yes.  The existing EMS accepts serial connections only; the new EMS may be Ethernet based.

	Do you still have serial mod bus configurations?
	Yes.

	Do you need a new OPC server and client?
	OPC-UA client and server protocols are desirable. 

	Can you elaborate on the need for an SEL client?
	Some relays only have serial communications, so we do need SEL Fast Message.

	Are there any plans to put in 2032 for fast messaging?
	If you are asking, “Will we use a communications processor or other terminal server device to facilitate serial communications?” the answer is yes.

	Do you expect communication with relays other than Schweitzer relays?
	In the short term, no; but in the long term, maybe.  Schweitzer is the only proprietary protocol that we have positively identified.

	Is there a map for the Schweitzer protocol?
	Unknown. Contact Schweitzer for this information.

	Should you be able to manage the system through one of your relay management tools?
	The relay management tools should  work through the SMC for the purpose of managing the relays. The SMC itself should have its own management software, preferably installed on a separate computer platform.

	The capability for remote access should be through the SMC?
	Yes, we are looking for the SMC to act as a clearing house for access.

	How many concurrent users of the HMI do you anticipate?
	There is no specific count, but maybe a couple of operator interfaces, a large screen, and a couple of techs.  So maybe four to six.

	Will the Schweitzer software run on this box?
	No, the Schweitzer software will run on another computer, typically a laptop.

	Video monitoring: what is that?
	It could be substation monitoring for security, status, or alarming purposes.

	Is this for Generation also, or only for substations?
	This is only for transmission substations which serve transmission and distribution.  It is not for Generation.

	There is no standard video vendor yet?
	No, but we anticipate you working with whatever vendor or vendors we use to accomplish this.

	Will you store permissions in the SMC or centrally?
	Both.

	You need to view them in both places?
	Yes.

	What benefits does SCL see in having a historian in each substation?
	The local database will help the operator see immediate information regarding an event.  The main historian database will be central.

	Do you have an existing historian database?
	Yes, Pi Historian.  There may be data that would overload Pi Historian.  That is another reason for a local database.

	Will there be integrated on-line condition monitoring?
	It could be many things—simple reporting of relay status or complex analytics.  It is sort of like event reports.  We need to collect the data and send it securely.  We don’t anticipate any discrete I/O on this box.

	Is redundancy just for hardware, or software, or both?
	Both.  We expect a hot standby architecture with synchronized databases.

	For the HMI?
	We don’t absolutely require redundancy for the HMI, but we do need redundancy of the security component in order to service the system.

	So the interface to the HMI doesn’t need to be redundant?
	The back end needs to be redundant so that if one server fails, the other will take over the security function and permit authorization and access to the system.  We don’t really need redundant connection to the HMI console at the substation, but a system that provides full redundancy of all functions would be considered desirable.

	Do you need the processor for HMI to be redundant?
	No, but security access must be redundant.  If everything is on one platform, then redundancy would be provided.

	So the main idea is that you don’t want to lose data?
	Correct.

	How many IEDs at a substation?
	At Denny, it could be up to 500 IP addresses.  Other substations would not be anywhere near that.  Normally we would have up to 200 IEDs if the substation was fully built out.

	Are Ethernet switches out of scope?
	Yes, they will be added later.

	Will gateways, etc., be pure Ethernet? 
	No, the stations will always have some serial devices.  The HMI will be pure Ethernet.

	What do you expect the number of serial connections to be?
	It’s difficult to estimate.  There are ways to concentrate serial devices.  For a small initial installation, a handful of serial ports would be convenient.  So a number of serial ports is desirable but of low importance.

	What is the communication medium between the substations and the System Operation Center?
	It is now serial connections over fiber.  In the future, we hope it will be Ethernet, but there are no firm plans.

	Can you give examples of implementing programmable logic?  
	A substation event may trigger programmable logic to download a COMTRADE file.  We might program “smart alarms” for the local HMI. We might use it to create virtual tags or scaled quantities.

	If you will potentially accept MS Windows embedded as an OS, what about standard MS Server?
	We would prefer not to use open Windows, due to compliance issues and the tremendous tasks of testing and installing software patches and updates.

	For your Ethernet ports, are you anticipating three separate Ethernet networks at each substation?
	We anticipate that one port will connect to the substation LAN, one port will connect to the substation WAN (through a separate router/firewall), and a third port will be used for synchronizing the two consoles.  So three is the minimum, and they must support separate IPs.

	Would you consider conducting your demonstration in our test lab, or does it have to be in your lab?
	Both. City Light is open to witnessing a demonstration at the vendor’s facility. However, we still need to verify use and functionality in our own lab with our own equipment. One reason for using our own facilities is to gauge the level of acceptance of the equipment by our field crews.

	Can you provide a typical substation topography and diagram?
	Yes. A typical, generic topology drawing is now posted on the RFI website. 
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